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Gutachter: Herr Prof. Dr.-Ing. Dr. h. c. Fettweis Tag der Einreichung: 04.05.2015

Herr Prof. Dr. Burg Tag der Verteidigung: 26.06.2015





Abstract

Modern wireless communications standards, such as IEEE 802.11 (WLAN), IEEE 802.16

(WiMAX), 3GPP-LTE or LTE-Advanced, define numerous transmission techniques to be

supported by receiver architectures while satisfying a vast variety of stringent and most of-

ten conflicting requirements. The situation gets even more challenging with the extremely

low latencies and high data rates (among other requirements) envisioned for future 5G tech-

nologies. In this context, three concepts will play a major role as key enabling factors:

adaptability, efficiency and performance. In the particular context of multi-antenna

spatial-multiplexing transmission, accurate detection/demodulation becomes one of the

most computationally intensive processes at the receiver end. Designing efficient MIMO

(multiple-input, multiple-output) detector realizations, capable of dynamically adapting to

data-rate requirements, battery life, and varying channel conditions constitutes the main

focus of this work. Developing adaptive, good-performing, and cost-effective MIMO detec-

tors represents however a fairly challenging task. Ordinary low-complex approaches provide

poor detection accuracy, whereas exhaustive search algorithms cannot achieve 4G/5G data

rates with reasonable hardware complexity. In this regard, the so-called sphere detector,

a tree-search-based detection technique, has arisen as the only approach capable of conve-

niently trading adaptability, efficiency and performance. Iterative detection-and-decoding

enables a dramatic improvement of the communication’s reliability by exchanging soft in-

formation between the detector and the decoder, at the cost of increasing the receiver’s

complexity. One of the major challenges in this context is represented by the distortive

effect that the soft information causes on the search ordering, which represents a criti-

cal aspect affecting the detection accuracy and complexity of tree-search algorithms. In

this regard, characterizing the influence of the soft information on the detection process

and developing strategies which alleviate the inherent complexity and performance loss

drawbacks constitute a major objective of this work. Among other strategies, a novel

enumeration mechanism which determines the optimal symbol ordering while incurring a

much lower computational effort than state-of-the-art approaches is proposed and evalu-

ated. Besides addressing the mentioned challenges from the algorithmic perspective, devel-

oping suitable architectures which lead to efficient MIMO detector realizations represents

an additional major goal. In order to satisfy the standard-defined high throughput require-

ments while complying with stringent area and power consumption restrictions (present in
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e.g., pico/femtocell base stations, sensor networks or mobile terminals), the focus is laid

onto the application-specific instruction-set processor (ASIP) paradigm. To assess the true

hardware complexity and efficiency of the proposed VLSI designs, their physical character-

istics are analyzed (including on-chip measurements) and compared to the state-of-the-art.

Owing to the reported low resource-requirements and the high adaptability in terms of

energy and performance, the proposed detector solutions are shown to be applicable to a

wide variety of network elements and support numerous communications standards.
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IFFT Inverse Fast Fourier-Transformation

ISI InterSymbol-Interference

J Joule

LD Linear Detection

LDPC Low-Density Parity-Check (code)

LDU Layer Determination Unit

LISS List-Sequential Detector

LLL Lenstra-Lenstra-Lovasz

LLR Log-Likelihood Ratio

LR Lattice Reduction

LSD List Sphere Detector

LTE(-A) Long Term Evolution (Advanced)

LUT Look-Up Table

L-value LLR value

M2M Machine to Machine

MAP Maximum A Posteriori Probability

maxLogAPP max-Log approximation of APP

MC Metric (exact) Computation

MCU Metric Computation Unit

ME Metric Estimation

MF Metric-First (tree search)

MIMO Multiple Input Multiple Output

MIPS Mega Instructions Per Second

MISO Multiple Input Single Output

ML Maximum Likelihood

MMSE Minimum Mean Square Error

MOPS Million Operations Per Second

MPSoC MultiProcessor SoC

MS Min-Search

MSE Mean Square Error

MUX MUltipleXer

NEU Node Enumeration Unit

NoC Network-on-Chip

NoC-IF NoC-InterFace

OSIC Ordered SIC

OFDM Orthogonal Frequency Division Multiplexing
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PAM Pulse-Amplitude Modulation

PCCC Parallel Concatenated Convolutional Code

PDF Probability Density Function

PE Processing Element

PER Packet Error Rate

PIC Parallel Interference Cancellation

PSA Post-Sorting Algorithm

PSK Phase-Shift Keying

QAM Quadrature Amplitude Modulation

QMC Quadrature Metric Computation

QPSK Qadrature PSK

QRD QR Decomposition

RAU Radius Administration Unit

RISC Reduced Instruction-Set Computing

RTL Register-Transfer Level

RTS Repeated Tree Search Detector

SMEM Scalar MEMory

SD Sphere Detector

SDR Software-Defined Radio

SE Schnorr-Euchner (enumeration)

SIC Successive Interference Cancellation

SIMD Single-Instruction Multiple-Data

SIMO Single Input Multiple Output

SISO Soft-Input Soft-Output

SINR Signal to Interference and Noise Ratio

SNR Signal to Noise Ratio

SO (Hard-Input) Soft-Output

SoC System-on-Chip

SOGU Soft-Output Generation Unit

(S)RAM (Static) Random-Access Memory

SSD Search Sequence Determination

SSE Smart Sorting Enumeration

SQRD Sorted QRD

STA Synchronous Transfer Architecture

STS Single Tree Search Detector

TSD Tuple-Search Sphere Detector
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uB unBiased

UMTS Universal Mobile Telecommunications System

V Volt

V-BLAST Vertical-Bell Laboratories LAyered Space Time

VFS Voltage and Frequency Scaling

VLAMEM Vector La MEMory

VLIW Very Long Instruction Word
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Operators and Functions

Cn×m set of complex numbers with dimensions n×m

Nn×m set of natural numbers with dimensions n×m

Rn×m set of real numbers with dimensions n×m

Z set of integer numbers

≈ approximately equal

�= not equal
∼= equal or nearly equal

:= definition

∀ for all

∈ element of

⊆ subset∑
summation of values∏
product of values

Π interleaving

Π−1 inverse interleaving

{·} set of elements

(·|·) such that; conditional event

�·	x round (·) to the nearest x ∈ X
| · | absolute value of (·) (absolute-value norm)

‖ · ‖1 l1-norm (Manhattan norm)

‖ · ‖2, ‖ · ‖ l2-norm (Euclidean norm)

‖ · ‖∞ l∞-norm (maximum norm)

‖ · ‖p p-norm

(·)T transpose of a matrix

(·)H conjugate transpose of a matrix

(·)−1 inverse of a matrix

(·)→ x the value of (·) tends to x

#(·) cardinality (i.e. number of elements) of the set (·)
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Δ difference, change in quantity

argmax
x

(·) argument of the maximum of (·) over the set of points x

argmin
x

(·) argument of the minimum of (·) over the set of points x

d(·) Euclidean distance

demap(x) Gray-demapping of the constellation symbol vector x

E(·) expectation of (·)
ε(·) error of (·)
exp (·) natural exponential function (i.e., with base e)

f(·) probability density function (pdf) of (·)
F (·) cumulative distribution function (cdf) of (·)
I(·) imaginary part of (·)
ld (·) logarithm of (·) to base 2

lg (·) logarithm of (·) to base 10

ln (·) logarithm of (·) to base e (natural logarithm)

map(c) Gray-mapping of c to a constellation symbol vector

max
x

(·) maximum of (·) over the set of points x

min
x

(·) minimum of (·) over the set of points x

P(·) probability function of event (·)
R(·) real part of (·)
sign(·) sign of (·)
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Symbols

0n×m null matrix with dimensions n×m

a distance between constellation symbols

A area of an integrated circuit

AGE area expressed in gate-equivalents

ANAND area occupied by a single two-input drive-one NAND standard cell

b bit value (= ±1)
B signal bandwidth

cm,l l-th bit sent by the m-th transmit antenna (cm,l = ±1)
c′ vector of coded information bits

c′′ vector of bits composing the transmitted symbol vector x (vector

of coded and interleaved information bits, partitioned into blocks

of size NTL)

c vector of bits corresponding to the estimated symbol vector x̂

ct vector of bits corresponding to the symbol vector x̂ occupying

position t within the search tuple T (tuple-search sphere detector)

C total effective capacitance of a circuit

Cgate gate capacitance (integrated circuits)

Csc short-circuit capacitance (integrated circuits)

dp
i abbreviation of d(y′′′i , x

p
i )

dp
i
′

abbreviation of d(zref , xp
i )

d(y′′′i , x
p
i ) Euclidean distance between y′′′i and a particular constellation sym-

bol xi occupying position p in the enumeration sequence

d(zref , xp
i ) Euclidean distance between a particular reference point zref within

the constellation and the symbol xi occupying position p in the

enumeration sequence (approximation of d(y′′′i , x
p
i ) )

da geometrical representation of the contribution of the a priori in-

formation to the metric values as an additive distance

Di
j i-th cluster of parallel operations of the j-th detection path

e Euler’s number (≈ 2, 7182818)

E energy dissipated by a circuit

Eb average received bit-energy (mobile communications)

Es average transmitted symbol energy (mobile communications)

E[n] average number of nodes sequentially examined by a tree-search

algorithm

f , f ′, sf , s
′
f scaling factors for fixed point arithmetic, required by diverse algo-

rithm variables
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fclk clock frequency of an integrated circuit

fmax
clk maximum clock frequency achieved by an integrated circuit to

guarantee error-free operation

fs sampling frequency

F buffer (memory) size (in number of words)

G filter matrix

GMMSE,

G′
MMSE

MMSE-filter matrices

GZF, G
′
ZF ZF-filter matrices

H channel matrix with complex-valued entries hij

i tree layer (i ∈ {1, 2, . . . , NR})
I number of iterating detection-decoding runs

Ileak leakage current (integrated circuits)

In identity matrix with dimensions n× n

Isat saturation current (integrated circuits)

kdyn proportionality constant for the dynamic power estimation (inte-

grated circuits)

kstat proportionality constant for the static power estimation (inte-

grated circuits)

kI constellation symbol index along the imaginary quadrature com-

ponent

kR constellation symbol index along the real quadrature component

K size of the candidate list (list sphere detector); number of survival

paths (K-best detector)

Ki number of survival paths at each layer i (modified K-best detector)

lcp loop latency (in clock cycles) of the algorithm’s critical path

L modulation order (number of bits representing each constellation

symbol); transistor channel length (integrated circuits)

L(·) a posteriori information

LDec(·) a posteriori information from the decoder

LDet(·) a posteriori information from the detector

La(·) a priori information

Lmax
a maximum value of the a priori information

La(·) vector of a priori information

LDec
a (·) a priori information from decoder

LDet
a (·) a priori information from detector

LTH
a threshold for the a priori information (bit-pruning approach)

Lclip clipping factor
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Le(·) extrinsic information

LDec
e (·) extrinsic information from decoder

LDet
e (·) extrinsic information from detector

Lclip
e (·) extrinsic information clipped with Lclip

Lmax
e threshold for the clipping factor

M number of survival paths (M-algorithm detector)

n number of nodes sequentially examined by a tree-search algorithm

nmax upper limit for the number of nodes which can be sequentially

examined by a tree-search algorithm

nmin lower limit for the number of nodes which are required to generate

the LLRs

n white gaussian noise (AWGN) vector with complex-valued entries

ni

ñ vector of residual noise after filtering (e.g., linear filter G, QR-

decomposition)

N number of (sub-)carriers (mobile communications); number of

cores (integrated circuits)

N0 power spectral density

NT number of transmit antennas

NR number of receive antennas

p node sequence enumerating index

P total average power dissipation of an integrated circuit

Pdyn dynamic power (integrated circuits)

Pn noise power (mobile communications)

Ps signal power (mobile communications)

Psc short-circuit component contributing to the dynamic power of a

circuit

Pstat static power (integrated circuits)

Ptran capacitative switching component contributing to the dynamic

power of a circuit

P permutation matrix of the sorted QR-decomposition

q degree of parallelism

Q constellation size

Q unitary matrix of the QR-decomposition

Q1, Q2 submatrices of Q

ri,j element at row i and column j of the R matrix

R search radius

Rc code rate
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Rclip search radius with internal clipping

R upper-triangular matrix of the QR-decomposition

s stack employed by the smart-sorting enumeration approach (col-

lection of layer metrics λ(i) and symbol indexes kR, kI)

S technology scaling factor for transistor dimensions and related pa-

rameters (transistor scaling theory)

tc channel coherence time (mobile communications)

ts symbol period (mobile communications)

T size of the search tuple, T = #T
Tclk delay of an integrated circuit

Tcp delay of the critical path (integrated circuits)

Tox thin oxide thickness (integrated circuits)

TQ flip-flop’s clock-to-Q delay (integrated circuits)

Tsu preferred flip-flop’s setup time (integrated circuits)

Tuncert user-defined clock correction term accounting for imperfections in

the clock tree (integrated circuits)

Tunpipe minimum clock period supported by an unpipelined circuit (inte-

grated circuits)

Tmin
Z minimum clock period supported by a circuit with Z pipeline

stages (integrated circuits)

u vector of uncoded i.i.d. information bits

û vector of estimated information bits u

U technology scaling factor for voltage magnitudes (transistor scaling

theory)

v enumeration sequence vector

v[p] p-th element of the enumeration sequence vector v

V0 sub-threshold slope (integrated circuits)

VDD supply voltage of an integrated circuit

V min
DD minimum VDD required to achieve a certain clock frequency fclk

while guaranteeing error-free operation

Vt threshold voltage (integrated circuits)

wk k-th element within the the window, wk ∈ {w0, . . . , wW−1}
(window-based enumeration approach)

W transistor channel width (integrated circuits); window size

(window-based enumeration approach)

xi constellation symbol sent by the i-th transmit antenna

x̂i estimation of the symbol sent by the i-th transmit antenna

x̂p
i p-th constellation symbol within the enumeration sequence
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x̂kI

i imaginary quadrature component of the kI-th constellation symbol

within the enumeration sequence

x̂kR

i real quadrature component of the kR-th constellation symbol

within the enumeration sequence

x̂ref
i reference constellation symbol for the search sequence determina-

tion approach

x vector of transmitted symbols with complex-valued entries xi

x̂ estimation of the transmitted symbol vector

x̂MAP MAP estimation of the transmitted symbol vector

x̂ML ML estimation of the transmitted symbol vector

x̃ received symbol vector y after application of filter matrix (e.g.,

linear filter G, QR-decomposition)

yi signal captured by the i-th receive antenna

yi
′ signal captured by the i-th receive antenna, after applying the

QR-decomposition

yi
′′ interference-reduced y′i

yi
′′′ y′′i after normalizing with rii

y vector of received signals with complex-valued entries yi

zrefi reference geometrical point within the constellation, employed by

the metric estimation approach

Z number of pipeline stages

α technology-dependent constant accounting for the velocity satura-

tion of CMOS devices (integrated circuits)

ηA area-throughput efficiency (integrated circuits)

ηBW spectral efficiency (mobile communications)

ηE energy efficiency (integrated circuits)

κ shape factor of a gamma distribution (statistics)

λ metric value (indicator of the “quality”) of a potential detection

solution

λ0 metric of a complete tree path (summation of partial metrics from

root to leaves layer)

λuB
0 metric λ0 after bias reduction

λa contribution of the a priori information to the partial metrics λi

λI
a imaginary quadrature component of λa

λR
a real quadrature component of λa

λi partial metric at layer i (summation of partial metrics from root

to layer i)

λ(i) partial metric contribution of layer i (λ(i) = λi − λi+1)
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λI
(i) imaginary quadrature component of λ(i)

λR
(i) real quadrature component of λ(i)

μ mean value (statistics)

π mathematical constant ≈ 3, 14159

Ψ inter-layer residual interference matrix

ρi post-equalization SINR on layer i

σ bias value; standard deviation (statistics)

σ2 noise-to-signal-energy ratio; variance (statistics)

σ2
n noise variance

σ2
x average transmit energy per antenna (assuming equal distribution)

τ raw average (uncoded) detection throughput

τ average effective detection throughput (taking the code rate Rc

into account)

θ scale factor of a gamma distribution (statistics)

Θnom nominal peak transmission data rate

Θraw uncoded transmission data rate (taking the error-rate into ac-

count)

Θ effective transmission data rate (taking the code rate Rc into ac-

count)

∂ overhead ratio of a tree-search algorithm (amount of tree nodes

unnecessarily examined)

C set of possible transmitted vector of coded bits c

B set of candidate (counter-)hypotheses considered by the tuple-

search sphere detector at layer i = 0

L subset of all possible transmitted symbol vectors considered by

tree-search-based detection strategies (L ⊂ V)
T set of T candidate metrics λ0 for the determination of the radius

(search tuple)

V set of possible transmitted symbol vectors x

X set of constellation symbols x

X±1
m,l subset of constellation symbols xi ∈ X with bit cm,l = ±1
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Chapter 1

Introduction

1.1 Motivation and Objectives

Modern wireless communications standards, such as IEEE 802.11 (WLAN), IEEE 802.16

(WiMAX), 3GPP-LTE or LTE-Advanced, define numerous operating modes as well as

sophisticated transmission techniques to be supported by receiver architectures, while sat-

isfying a vast variety of stringent (and most often conflicting) requirements. The situation

becomes even more challenging with future 5G technologies, provided the envisioned ex-

plosion of machine-to-machine (M2M) communications accompanying the internet of the

things [2, 3], the extremely low latencies required by the tactile internet [4], and the un-

precedented number of antennas foreseen for massive distributed MIMO (multiple-input

multiple-output) [5], among other advances [6, 7]. In this regard, three concepts will play

a major role as key enabling factors: adaptability, efficiency, and performance.

Multi-antenna detection belongs to the most computationally intensive constituents of the

receiver’s baseband signal processing, especially concerning spatial-multiplexing transmis-

sion. Practical MIMO detector realizations must comply with restrictive power constraints

and satisfy the demanding performance requirements specified in 4G and future 5G stan-

dards, while being able to dynamically adapt to e.g., application requirements, battery

life or channel conditions. Designing adaptive, good-performing and cost-effective MIMO

detectors represents a challenge, especially concerning high-order systems (i.e., ≥ 4 × 4

MIMO configurations with ≥ 64-QAM modulations). Ordinary low-complex detectors

such as linear or successive interference cancellation (SIC) approaches provide poor detec-

tion accuracy, whereas exhaustive-search algorithms (full max-log-APP detection) cannot

achieve 4G/5G data rates with reasonable hardware complexity. Tree-search strategies, on

the other hand, are suboptimal approaches which offer a reasonable trade-off between

detection accuracy and implementation complexity. In this regard, breadth-first tree-

search algorithms such as M-algorithm, K-best and fixed-complexity sphere detectors are
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implementation-friendly and highly parallelizable, but they generally sacrifice accuracy and

adaptability in favor of fixed data rates. The so-called depth-first sphere detector emerges

therefore as the only approach capable of trading adaptability, efficiency and performance.

In particular, the reduced-complexity tuple search detector (TSD) proposed in [8, 9] and

focused in this work has demonstrated to outperform the error-rate-complexity trade-off

of similar depth-first sphere detection strategies like single tree search (STS) [10] or list

sphere detection (LSD) [11].

“In the same way as the compressed air is fed back from the compressor to the main

engine, the extrinsic information is fed back to the other decoder” [12]. With this words,

J. Hagenauer drew an analogy between a car’s mechanical turbo engine and the turbo

decoding principle in the context of mobile communications [13]. The concept was extrap-

olated in the late 90’s to the interaction between the detector/demodulator and the channel

decoder [14, 15]. The so-called iterative detection-and-decoding allows exploiting the full

potential of MIMO communications, enabling a dramatic improvement of the communi-

cation’s reliability by exchanging soft-information between the detector and the decoder.

This benefit comes at the cost of increasing the receiver’s complexity: the overall required

computing time rises as a consequence of the repeated detection and decoding processes.

Additionally, the number of nodes explored by tree-search detection strategies tends to

increase in the iterative scenario -fact that translates into a further latency increment in

the context of depth-first tree traversal. Since generating accurate soft-information gen-

erally requires an unacceptably high computational effort, suboptimum values must be

determined to reduce complexity [9]. An additional major challenge concerning these sub-

optimum, soft-input soft-output (SISO) detectors, is represented by the distortive effect

that the soft information from decoder causes on the tree nodes enumeration ordering. The

latter is a particularly sensitive aspect of tree-search algorithms, since wrong node selec-

tion may compromise the detection’s accuracy. One of the main objectives of this work

consists therefore in characterizing the influence of the soft information on the detection’s

search process and developing strategies which alleviate the complexity and performance

loss drawbacks. Besides introducing and analyzing several MIMO detection approaches,

developing suitable architectures which enable efficient VLSI detector realizations consti-

tutes an additional major objective of this work. In the mobile communications domain,

the most computationally intensive components of digital transceivers frequently require

dedicated hardware to handle real-time and high throughput requirements while complying

with stringent area and power consumption restrictions (in e.g., pico/femtocell base sta-

tions, sensor networks or mobile terminals). In this regard, application-specific instruction-

set processors (ASIPs) offer programmability while including dedicated instructions that

accelerate processing beyond the capabilities of ordinary general- and special-purpose pro-

cessors (such as DSPs), and thus represent the approach followed in this work. In order
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to assess the true hardware complexity and efficiency of the proposed VLSI designs, their

physical characteristics will be analyzed (including on-chip measurements) and compared

to the state-of-the-art.

1.2 Outline

In this manuscript two main areas can be clearly distinguished. The first one, encompass-

ing chapters 2 to 4, covers theoretical fundamentals as well as conceptual work developed

from an algorithmic perspective. Note that results presented in this concern are restricted

to computer simulations. The second one, comprising chapters 5 and 6, focuses on the

VLSI architecture design and implementation of the previously proposed algorithmic con-

cepts. Results presented in this case include, additionally, measurements performed on

real hardware systems. Besides this introduction, and the conclusions, contributions and

outlook summarized in chapter 7, this dissertation comprises the following sections:

Chapter 2 introduces the fundamentals of MIMO communications required to ease un-

derstanding the reminder of this thesis. A general overview of MIMO techniques

with special emphasis on detection approaches for spatial multiplexing systems is

provided. Additionally, complexity, performance and efficiency metrics setting the

basis for equitable comparison against state-of-the-art approaches are defined.

Chapter 3 reviews the state-of-the-art and challenges affecting soft-input soft-output

sphere detection and presents a statistical analysis concerning the effect of the a

priori information on the detection process. In this regard, the most relevant exist-

ing node enumeration strategies are revised and two novel approaches are introduced.

Chapter 4 focuses on the performance analysis of the proposed MIMO detection ap-

proaches. In particular, the error-rate-complexity trade-off and the search efficiency

are evaluated for different MIMO configurations and modulation orders. In addi-

tion to this, the performance of the enumeration strategies presented in the previous

chapter is investigated in the context of iterative detection-and-decoding.

Chapter 5 provides an overview of the key strategies enabling an efficient VLSI design for

MIMO detection. A detailed description of the proposed architectures is provided,

covering the control path, memory organization and processing elements, as well as

an analysis of the designs’ critical paths.

Chapter 6 presents a detailed evaluation of proposed architectural concepts. This chapter

is divided in three main sections:
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• The first one depicts estimated results on the hardware characteristics (i.e.,

power, area, delay. . . ) of the architectures introduced in chapter 5, which allows

to assess the implementation cost of the enumeration strategies proposed in

chapter 3.

• The second introduces pipelining and retiming architecture optimizations, based

on the design’s area-delay-energy trade-off.

• The third and last section concerns the silicon implementation of a MIMO de-

tector, including an analysis and discussion on energy-efficiency techniques and

a comparison of measurement results with relevant state-of-the-art CMOS real-

izations reported in literature.



Chapter 2

Fundamentals of MIMO

Communications

In this chapter the fundamentals of MIMO communications are briefly summarized, paying

special attention to detection approaches for spatial multiplexing systems. An overview of

the most relevant detection strategies and mechanisms for complexity reduction is provided,

whereas the sphere detector algorithm focused in this work is described in detail. Lastly, a

collection of complexity, performance and efficiency metrics is presented, which establishes

the basis to enable an equitable comparison of detector solutions.

2.1 MIMO Approaches

Multiple-input multiple-output (MIMO) refers to the use of multiple antennas at both

transmitter and receiver, with MISO (multiple-input, single-output) and SIMO (single-

input, multiple-output) systems being particular cases of the first. The use of multiple

antennas at the transmitter and/or at the receiver enables significant improvements in

terms of link reliability, capacity, and spectral efficiency in comparison to single-antenna

systems. During the last century, the benefits of MIMO technology have been intensively

investigated. Historically, directive arrays and antenna selection approaches have been

used to improve the communications performance [16]. With the development of personal

mobile communications systems, multiple antennas have been further employed to increase

the reliability of wireless links by exploiting diversity. In the last decades, the demand for

ever-increasing data rates together with the limited availability of radio resources has lead

to the exploitation of the spatial dimension of the MIMO channel in order to enhance

spectral efficiency. In general, MIMO strategies can be summarized into the following

classification:
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Beamforming

Multiple antennas can be employed to provide a power gain, thereby increasing the

effective SNR. At the receiver’s end the signals from each antenna can be linearly

combined with each other (receive beamforming). On the transmitter side, more

power can be allocated to the antenna with the better gain and the signals from

different antennas can be arranged to be constructively added in-phase at each receive

antenna (transmit beamforming). In general, the larger the antenna array is, the

sharper can the radiated energy be focused along a desired direction [17].

Antenna Diversity

Antenna diversity (or spatial diversity) is a strategy employed, like other diversity

techniques, to reduce the errors occurring in reception due to large channel attenua-

tion, i.e., when the channel is in a deep fade. In its classical definition, it basically

consists in supplying to the receiver several replicas of the same information signal

transmitted over independently fading channels, thus significantly reducing the prob-

ability that all signal components fade simultaneously. For this purpose, a signal is

transmitted and/or received through several transmitting and/or receiving antennas,

spaced sufficiently far apart so that the signals propagate through independent fading

paths [18]. The required antenna separation depends on the channel scattering as

well as on the carrier frequency. In a system with NT transmitting and NR receiving

antennas, the maximum achievable diversity of the channel is NT × NR [17]. Other

diversity domains besides the spatial one are time (diversity can be exploited by e.g.,

coding and interleaving symbols over different coherence time periods) and frequency

(in frequency-selective channels diversity can be exploited by using a bandwidth

greater than the coherence bandwidth of the channel, e.g., by multipath combining

or frequency hopping in spread-spectrum systems).

Spatial Multiplexing

MIMO channels provide additional “degrees of freedom” for communication. In

a system with NT transmitting and NR receiving antennas, the channel presents

min{NT, NR} degrees of freedom [17]. In the classical sense, spatial multiplexing is

a scheme which enables utilization of all available degrees of freedom of a channel

by transmitting independent symbols over different antennas as well as over differ-

ent symbol times. Independent data streams are hence multiplexed in space. This

strategy leads to an increase in the communication capacity which, under the as-

sumption of a rich scattering environment and NT = NR, is directly proportional

to NR [17]. Spatial multiplexing is the most recent multiple-antenna technology at-

tracting attention, with first practical approaches developed in the mid-90s at Bell

Laboratories [19].
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Even though according to their classical definitions these MIMO approaches seem to

be unrelated, a closer look indicates the contrary. In fact, MIMO channels provide in-

trinsically a certain degree of spatial diversity as well as a certain number of degrees of

freedom. The benefits of MIMO communication are hence two-fold: on the one hand, the

data rates can be enhanced by increasing the spatial degrees of freedom (or, equivalently,

the multiplexing gain) and on the second, reliability can be improved by exploiting the

diversity gain. The diversity-multiplexing relationship reflects the fundamental trade-off

to communicate over a fading channel with a certain data rate and error probability. But,

is it possible to find a scheme which achieves full diversity and exploits all the channel’s

degrees of freedom? Generally, fast-fading channels can be assumed to be reliable (since

they can benefit from other sources of diversity, like time diversity through coding) and

therefore spatial multiplexing can be fully exploited. In contrast, slow-fading channels are

more unreliable (since a deep fade may affect many symbols over time) and exploiting

antenna diversity is hence required to increase reliability. A simple scheme that repeats

the information symbol across the multiple fading paths (repetition coding) achieves full

diversity gain but it usually does not take advantage of the degrees of freedom of the chan-

nel. More sophisticated schemes, the so called space-time codes ( [19–21], among others),

can simultaneously increase the data rate and achieve a coding gain along with the diver-

sity gain. In fact, for a given fading channel model, there is an optimal tradeoff between

the two types of gains achievable by any space-time coding scheme [17]. In the context

of line-of-sight environments beamforming techniques come additionally into play. Several

clusters of antennas can be defined within an array in order to spatially multiplex differ-

ent signals over independent beams (as e.g., specified by the transmission mode 8 -dual

layer beamforming- in the 3GPP LTE rel. 9 standard [22]). Additionally, modern wireless

communication systems may not only be defined by physically co-located antennas, but

also by distributed cooperative base stations (e.g., coordinated multi-point -CoMP) and/or

user terminals (e.g., ad-hoc communications, multi-user MIMO). In the remainder of this

thesis MIMO spatial multiplexing will be focused, whereas other MIMO technologies are

regarded as open research topics (listed in chapter 7).

2.2 MIMO Detection for Spatial Multiplexing

In wireless digital communications systems, the binary-represented information c′′ ∈ C =

{+1,−1}NT·L (with L denoting the number of bits per symbol) to be transmitted is typically

mapped onto constellation symbols xi (x = [x0, . . . , xNT−1]
T = map(c′′) ∈ V) from a set

X ⊂ V with cardinality #X = 2L = Q, corresponding to a particular modulation scheme

(e.g., quadrature amplitude modulation -QAM). In a MIMO system with NT transmitting



8 2 Fundamentals of MIMO Communications

and NR receiving antennas the received signal y ∈ CNR×1 is given by:

y = Hx+ n, (2.1)

with x ∈ CNT×1 being a complex vector of transmitted symbols, andH ∈ CNR×NT being the

matrix of effective complex channel coefficients1, each representing a point-to-point trans-

mission path between a transmitting and a receiving antenna through the communications

channel2. The vector n ∈ CNR×1 represents additive white Gaussian noise (AWGN) at

the receiver, comprised of independent and identically distributed (i.i.d) Gaussian complex

random variables with zero mean and variance σ2
n = N0 (

N0

2
per real dimension), where N0

represents the power spectral density of the noise. The detection problem consists in de-

termining the most likely transmitted vector of symbols x̂ ∈ CNT×1 that satisfies equation

(2.1). By demapping x̂ ∈ V, the estimation of the originally transmitted binary stream c′′

is directly obtained c = demap(x̂), c ∈ C = {+1,−1}NT·L. In addition to the hard deci-

sion made on the transmitted bits values c′′, information about the decisions’ reliability,

i.e., soft information, may be provided. By making appropriate use of this information

the communications error-rate performance can be considerably improved, whereas the

non-negligible computational complexity incurred to generate the soft information must

be undertaken. According to the generation and exploitation of soft information, different

detection schemes can be distinguished:

Hard-output (HO) detectors make a hard decision on the likely transmitted bits c′′.

This approach is commonly employed in uncoded systems, where no channel decoder

is available to benefit from soft information.

Soft-output (SO) detectors provide, in addition to the estimation of the transmitted

bits c′′, probabilistic information about the decision (i.e., soft bits). In coded sys-

tems, the channel decoder makes use of this information to boost the communication

performance (as shown e.g., in [23]).

Soft-input soft-output (SISO) detectors, in contrast to the previous cases, incorporate

soft input information (i.e., a priori information) into the detection process. By

feeding soft information from the channel decoder back to the detector and allowing

both entities to further detect and decode on iterative fashion, the communications

performance can be further improved [24], at the cost of additional computational

effort. The number of iterations I performed is commonly defined as the number

of detection-and-decoding runs, i.e., one iteration (I = 1) corresponds to the soft-

output case (or open-loop system, as referred to in e.g., [25]). The iterative approach

1Assuming perfect knowledge of channel state information (CSI) or resulting from channel estimation.
2A more detailed description of the transmission and channel model is provided in section 4.1.
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(I > 1, sometimes referred to as closed-loop system [25]), is widely known as the

turbo principle [12, 13].

2.2.1 Maximum Likelihood and a Posteriori Probability Detec-

tion

In order to determine the most likely transmitted vector of symbols x̂ satisfying (2.1),

the maximum a posteriori criterium (MAP or max-APP) is applied [26, 27]. This

approach consists of observing the received signal y and determining the vector x̂ with the

highest a posteriori probability:

x̂ = argmax
x∈V

{P (x|y)} = argmax
x∈V

{
P (y|x) P(x)

P(y)

}
≡ argmax

x∈V
{P (y|x) P(x)} , (2.2)

where V represents the set of 2LNT possible transmitted symbol vectors. The first equality

in (2.2) results from the application of Bayes’ theorem, whereas P(y) can be disregarded

since it is constant for all hypotheses x considered in the argmax(·) operation [28], re-

sulting in the right-most equivalent expression. Assuming additive Gaussian noise, the

NR-dimensional probability density function of the Gaussian-distributed complex received

vector conditioned on the transmitted vector takes the form

P(y|x) = 1

(πN0)NR
e
− ‖y−Hx‖2

N0 . (2.3)

It becomes obvious that maximizing (2.3) is achieved by minimizing the Euclidean distance

‖y−Hx‖2 [29]. By replacing (2.3) in equation (2.2) and taking its natural logarithm3, the

MAP solution is consequently defined as:

x̂MAP = argmin
x∈V

{‖y −Hx‖2
N0

− ln P(x)

}
, (2.4)

where the constant term in (2.3) is again omitted since it does not take effect in the

argmax(·) operation. An optimal detector thus searches for the solution x̂ which mini-

mizes the metric λ = ‖y −Hx‖2 − N0 ln P(x). Assuming equal a priori probability P(x)

of all transmit symbol vectors (i.e., in case no a priori information is available or it is

disregarded), the maximum-likelihood (ML) solution is obtained:

x̂ML = argmin
x∈V

{
‖y −Hx‖2

}
. (2.5)

3Since the logarithm function is monotonically increasing with its argument, maximizing the expression

in (2.2) is equivalent to maximizing its logarithm.
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2.2.2 (Approximated) Logarithmic MAP Detection

A convenient representation of the soft information are the so-called Log-Likelihood Ratios

(LLRs, also referred to in literature as L-values) [13]. Applying standard manipulations to

Baye’s theorem, the detector’s a posteriori information L (cm,l|y) corresponding to the bit

cm,l (with m ∈ {0, 1, . . . , NT − 1}, l ∈ {0, 1, . . . , L− 1}), given the received vector symbol

y can be defined as [30]:

ln
P (cm,l = +1|y)
P (cm,l = −1|y)︸ ︷︷ ︸

A Posteriori Information

= ln
P (y|cm,l = +1)

P (y|cm,l = −1)︸ ︷︷ ︸
Extrinsic Information

+ ln
P (cm,l = +1)

P (cm,l = −1)︸ ︷︷ ︸
A Priori Information

L (cm,l|y) = Le (y|cm,l) + La (cm,l) ,

(2.6)

where the detector’s extrinsic information Le (y|cm,l) is the “incremental” information that

is actually exchanged between the detector and the channel decoder in the turbo receiver,

and the a priori information La (cm,l) corresponds to the knowledge fed back by the channel

decoder (as further detailed in section 4.1). By applying the law of total probability on

P (y|cm,l = ±1) and incorporating (2.3) [28], the logarithmic APP (log-APP , also log-

MAP) solution is determined by:

L (cm,l|y) = ln

∑
x∈V+1

m,l

[(
e
− ‖y−Hx‖2

N0

)
P (x|cm,l = +1)

]

∑
x∈V−1

m,l

[(
e
− ‖y−Hx‖2

N0

)
P (x|cm,l = −1)

] + La (cm,l) , (2.7)

where P (x|cm,l = b) (with b = ±1) is derived from the definition of La (cm,l) in (2.6),

assuming statistically independent transmitted bits:

P (x|cm,l = b) =
∏

i �=m

∏

j �=l

P (ci,j) =
∏

i �=m

∏

j �=l

e(ci,jLa(ci,j))

1 + e(ci,jLa(ci,j))
.

Even though the set V of possible transmitted symbol vectors is finite and discrete,

finding the optimum solution of (2.7) implies a computational complexity of order 2LNT [24],

i.e., growing exponentially with the number of transmit antennas NT and the number of bits

per symbol L. Since this complexity is prohibitive for practical receiver implementations,

the so-called max-log approximation (ln

(∑
i

f(i)

)
≈ max

i
{ln f(i)}) of (2.7) is typically

preferred, resulting in:

L (cm,l|y) ≈ − 1

N0
min

c|cm,l=+1
{λ}+ 1

N0
min

c|cm,l=−1
{λ} , (2.8)
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with the metric λ defined as:

λ (y, c,La) = ‖y −Hx̂(c)‖2 − N0

2

NT−1∑

i=0

L−1∑

j=0

ci,jLa(ci,j). (2.9)

At this point it becomes evident that in order to generate soft information, searching for

the ML/MAP solution (i.e., the detection hypothesis) is not sufficient, since this does not

necessarily minimize the two terms in (2.8). Instead, a search for all the LNR required

minima (i.e., the counter-hypotheses) must be performed as well. Note that despite the

approximation in (2.8), the complexity of the max-log-APP (also max-log-MAP) de-

tection is still depending exponentially on NT and L since, in the worst case, an exhaustive

search over all likely transmitted vectors is nevertheless performed. This approach enables,

however, the application of many detection schemes which approximate (2.8) by exploring

only a subset of the 2LNT vector candidates during the minima search (e.g., the list-based

sphere detector proposed in [24]). These algorithms aim at finding the optimal (or at least,

a suboptimal) solution with reduced complexity (ideally polynomially growing, instead of

exponentially). In the following, the most commonly applied detection approaches are

discussed.

2.2.3 Linear Detection

A straightforward approach to estimate the transmitted symbol consists in equalizing the

received signal y with a linear filter G ∈ CNR×NT which attempts to reverse the effect of

the channel [26, 27]:

x̃ = Gy = GHx+Gn = Ψx + ñ. (2.10)

The result of this operation x̃ is simply quantized to the nearest constellation vector x̂

(x̂ = �x̃	x)4. In equation (2.10), Ψ represents the residual interference among layers,

while ñ models the correlated noise at the equalizer output. The following two well known

approaches are widely applied in order to determine filter matrix G:

Zero Forcing (ZF) [32, 33]

The ZF criterium defines the filter matrix as the pseudo-inverse of the channel matrix:

GZF = G′
ZFH

H =
(
HHH

)−1
HH (2.11)

Besides its low complexity, the main advantage of this approach is that, assuming per-

fect knowledge of the channel state information (CSI) at the receiver, the interference

among layers is completely cancelled out (Ψ = I, being I the identity matrix). How-

ever, this approach suffers frequently from strong noise enhancement: if the channel

4This operation is also referred in literature as slicing, e.g., in [31]
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matrix is ill-conditioned the equalized noise can get arbitrarily large [26], leading to

significant performance degradation.

Minimum Mean Squared Error (MMSE) [34, 35]

The filter matrix is determined by minimizing the mean squared error between the

transmitted signal and the estimated signal G = argmin
G

ε {‖x̃− x‖2} and has the

form:

GMMSE = G′
MMSEH

H = (HHH+ σ2INT
)−1HH. (2.12)

Assuming the transmitting power Es to be equally distributed among the NT anten-

nas (σ2
x = Es/NT), σ

2 is defined as

σ2 = σ2
n/σ

2
x =

NTN0

Es
. (2.13)

The MMSE criterion thus mitigates the noise amplification problem by taking the

receiver noise into account in the design of the filter matrix, at the cost of imper-

fect interference cancellation among layers (Ψ �= I). This approach maximizes the

signal to interference and noise ratio (SINR) at the output of the filter and gen-

erally achieves better error-rate performance than ZF while presenting comparable

complexity. It should be noticed that the MMSE estimator is biased, which causes

the diagonal entries of the effective channel matrix Ψ to be smaller than one [36].

This results in a marginal degradation of the error-rate performance, which can be

avoided e.g., by appropriately scaling G [36, 37].

Linear detection is therefore a straightforward, low-complex strategy to find x̂ avoiding the

exhaustive search required to solve equation (2.5). While this represents an advantage with

regard to a practical implementation, the solution provided by this strategy is generally

suboptimal, which obviously proves disadvantageous for the sake of reliable communica-

tions. In coded systems the performance can be improved through the computation of

soft-information, by approximating the max-log-APP solution according to [38]:

Le (cm,l) ≈ −ρi
(

min
xi∈X+1

m,l

‖x̂i − xi‖2 − min
xi∈X−1

m,l

‖x̂i − xi‖2
)
, (2.14)

where xi ∈ X±1
m,l represents the constellation symbol xi ∈ X with (m, l)-th bit cm,l = ±1,

and ρi is the post-equalization SINR on layer i:

ρi =
1

σ2

1[
G′

ZF/MMSE

]
i,i

.

Even though the error-rate performance is significantly improved with regard to the hard-

decision linear detection, it is still far away from that of an optimum MAP detector [29].
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2.2.4 Interference Cancellation Detection

Since by means of linear equalization the interference is not effectively suppressed and

poor overall error-rate performance is achieved [39,40], several detection techniques based

on interference cancellation have been developed. The main idea behind this strategy

is to detect each of the symbols in the received vector separately, subtracting previously

the contribution of the other (interfering) symbols from the received vector. Two major

variants of this technique are widely applied:

Parallel Interference Cancellation (PIC)

A tentative estimation of the transmitted signal vector is initially obtained by means

of e.g., linear equalization [41] or based on a priori information from the channel

decoder [42]. Subsequently, NR parallel filters are applied, each subtracting the

contribution of all NR layers except one from the received signal vector. This process

can be performed throughout several stages (e.g., [41]) or iteratively (e.g., [43]) before

making a final decision on the transmitted symbol vector.

Successive Interference Cancellation (SIC)

The main idea behind this strategy is to perform a sequential layer-by-layer detec-

tion, suppressing the interference corresponding to already detected layers from the

received signal before processing subsequent layers. For this purpose, a set of lin-

ear filters can be employed, as originally proposed in [19, 44]. Alternatively, the

computation of the channel matrix pseudo-inverses can be replaced by a matrix de-

composition [45], e.g., the QR Decomposition (QRD).

One of the main advantages of the SIC strategy is the increase in spatial diversity achieved

at each layer. While at the first layer the same diversity order is achieved as a linear detector

would achieve (NR − NT + 1), at the i-th layer a spatial diversity order NR − NT + i is

ideally reached (i.e., assuming perfect interference suppression). The dependence among

layers may however be disadvantageous, since a wrong decision at a particular layer will

obviously impair the reliability of the decisions at subsequent ones. Consequently, the order

in which layers are processed has a direct impact on the detection error-rate performance.

The effects of error propagation can be minimized by detecting the most reliable received

signals first, i.e., processing the layers in descending order of their post-detection SNR [46].

This approach, commonly referred to in literature as ordered SIC (OSIC), consists in

performing the detection on an equivalent system where x and H have been appropriately

permuted. In the case of QRD-based SIC, the layer ordering can be performed before the

matrix decomposition [45] or alternatively, during the matrix decomposition by applying

the so-called sorted QRD (SQRD) [47]. It should be noticed that SQRD is a greedy

algorithm and consequently, the resulting layer ordering is suboptimal. The ideal layer
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succession can be obtained by applying a so-called Post-Sorting-Algorithm (PSA), at the

cost of increasing the computational complexity. The error-rate performance loss of SQRD

with respect to algorithms implementing the optimal ordering (e.g., V-BLAST [47]) has

been nevertheless shown to be marginal in coded systems [48], thus making the application

of PSA rather unattractive.

2.2.4.1 MMSE-SQRD-based SIC

The MMSE criterion described in section 2.2.3 can be additionally incorporated into the

previously mentioned SQRD’s sorting process. Resulting from this, the SINR is maximized

for each layer and the computational complexity is significantly reduced [48]. The sorted

QR decomposition of the MMSE-extended channel matrix is performed according to:
[

H

σI
NT

]
P = QR, (2.15)

where σ is derived from equation (2.13), P ∈ NNT×NT is the corresponding permutation

matrix, Q ∈ C(NR+NT)×NT is a unitary matrix and R ∈ CNT×NT is an upper-triangular

matrix with non-negative real-valued entries in its diagonal. By defining Q =
[
Q1

TQ2
T
]T

with Q1 ∈ CNR×NT and Q2 ∈ CNT×NT, the received vector is modified according to:

y′ = QH
1 y = Rx̃+ ñ, (2.16)

y′i = riix̂i +

NT−1∑

j=i+1

rij x̂j + ñi, (2.17)

with ñ representing the effective noise (plus interference) vector, expressed as

ñ = QH
1 n+ σQH

2 x, (2.18)

and x resulting from the application of the permutation x = Px̃. The Euclidean distance

can be thus reformulated as ‖y′ −Rx̂‖2, and the estimated symbol at layer i is obtained

by suppressing the interference of previously detected layers:

y′′′i =
1

rii
(y′′i ) =

1

rii

(
y′i −

NT−1∑

j=i+1

rijx̂j

)
(2.19)

and quantizing the result to the nearest constellation symbol x̂i = �y′′′i 	x. In this expression

y′′′i denotes the (normalized) interference-reduced received signal, and the coefficients rij

represent the entries of the matrix R. By exploiting the upper-triangular structure of R,

the max-log-APP solution can be approximated as:

L (cm,l) ≈ −
1

N0
min

xi∈X+1
m,l

{
λ(i)

}
+

1

N0
min

xi∈X−1
m,l

{
λ(i)

}
, (2.20)
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λ(i) = r2ii
∥∥y′′′i − x̂i

∥∥2 − N0

2

L−1∑

j=0

ci,jLa(ci,j), (2.21)

where λ(i) represents the layer metric. It should be noticed that the quality of the LLRs

computed by these means strongly depends on the correctness of the hard decisions on x̂i.

In order to minimize the effects of error propagation in turbo receivers, soft estimates can

be subtracted from the received signal and their variance can be employed to determine

the expected residual noise after the cancellation step (Soft-SIC ), as proposed in e.g., [49].

2.2.5 Tree-Search Detection

While exhaustive ML/MAP detection presents prohibitive computational complexity, the

simple LD approach achieves a rather poor error-rate performance and cannot exploit a

priori information efficiently in order to boost the performance in iterative systems. SIC

detection generally outperforms LD in terms of error rate and entails a comparable com-

plexity, however it suffers from error propagation and its performance is still far away from

that of optimum ML/MAP detection. Even though the soft-SIC strategy allows benefit-

ing from a priori information and alleviates the error propagation problem in iterative

systems, determining the required soft symbols and cancellation noise is computationally

intensive [50, 51]. The so-called tree search algorithms represent a potentially optimum

trade-off solution: the ML/MAP/max-log-APP estimate can be approximated while avoid-

ing an exhaustive search. The main idea behind these approaches is to represent the set

V of all likely transmitted symbol vectors as a weighted tree structure, as exemplified in

Figure 2.1. The number of levels of the tree is defined by the number of MIMO layers,

which is equivalent to the number of transmit antennas NT (assuming spatial multiplexing

with one transmitted symbol stream per antenna). Each tree layer i comprises 2L(NT−i)

nodes, each representing a constellation symbol x ∈ X . A set of Q so-called child nodes,

descends from each parent node into the next layer (i− 1). The tree root is defined by the

topmost layer (i = NT), while the so-called leaf nodes (or leaves) compose the lowest layer

(i = 0). Each of the tree paths (i.e., tree edges connecting parent and child nodes from the

root to a leaf node) is weighted by a metric λ0.

Instead of searching the set V of all likely transmitted symbol vectors, tree-search-

based detection strategies only consider a subset L ⊂ V of vector candidates, consequently

approximating the max-log-APP solution in (2.8) as:

L (cm,l|y) ≈ − 1

N0
min

x∈L|cm,l=+1
{λ0}+

1

N0
min

x∈L|cm,l=−1
{λ0} . (2.22)

Note that the size of the subset L imposes a trade-off between the detection complexity

and the quality of the resulting LLRs. On the one hand, it is convenient to shrink the
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search space in order to reduce the computational effort with respect to an exhaustive

search. On the other hand, the subset L should be large enough so that the probability

that the hypothesis and the required counter-hypotheses are contained is sufficiently high.

The latter is a desirable condition in order to approximate the max-log-APP solution as

closely as possible, consequently minimizing the error-rate degradation with regard to the

exhaustive-search detection. To enable mapping all the possible transmit symbol vectors

to a tree structure, the channel matrix must be decomposed in such a way that a successive

dependency among antennas can be established. This transformation can be performed

by means of e.g., the QR decomposition of the channel matrix, as described in section

2.2.4. The triangular structure of the resulting R matrix allows an ordered layer-wise

exploration of the tree from the root to the leaves level, thus enabling the implementation

of efficient tree traversal strategies. As in the case of the SIC approach, the interference

among layers can be successively suppressed by applying (2.19). The metrics λ0 required

for the LLRs computation in (2.22) are recursively calculated by accumulating the layer

metrics of (2.21), resulting in:

λi = λi+1 + λ(i) = λi+1︸︷︷︸
metric from

already estimated

symbols

+ r2ii
∥∥ y′′′i︸︷︷︸

interference
reduced
symbol

−x̂i

∥∥2 − N0

2

L−1∑

j=0

ci,jLa(ci,j)

︸ ︷︷ ︸
λa(x̂i)

(a priori information)

,

(2.23)

where λi (i > 0) is referred to as a partial metric and λ0 denotes the total path metric, i.e.,

the metric corresponding to a complete MIMO symbol vector x̂. Note that the contribution

λa(x̂i) may increase or decrease the value of λi, depending on both ci,j and the sign of

La(ci,j). This may lead to the exploration of unfavorable nodes during the tree search

as well as to the exclusion of favorable ones. In order to avoid this effect, monotonously

i = NT = 4

i = 3

i = 2

i = 1

i = 0

Root

leaf nodes

Figure 2.1: Tree search example for a BPSK modulation (L = 1) and NT = NR = 4 antennas.

Dashed lines represent pruned paths.
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increasing λi is considered in this work, by redefining λa as [52]:

λa(x̂i) = −
L−1∑

j=0

(|La(ci,j)| − ci,jLa(ci,j)) = −2
L−1∑

j=0

|La(ci,j)|.

with ci,j �=sign(La(ci,j))

(2.24)

2.3 Tree Search Detection: Algorithms and Strategies

for Complexity Reduction

As previously introduced, tree search detection represents a promising approach to esti-

mate the ML/MAP/max-log-APP solution while avoiding an exhaustive evaluation of all

possible transmit symbol vectors. The computational effort incurred by an unrestricted

search process can nevertheless be unacceptably high and, for this reason, supplementary

mechanisms are required in order to attain a reduction in complexity. In the following, an

overview of the most relevant tree search techniques and strategies for complexity reduction

is provided.

2.3.1 Tree Traversal Strategies

The aim of tree-search approaches is to explore only a subset of the 2LNT possible vector

candidates during the search for the minima in (2.22), as described in the previous section.

For this purpose, several detection algorithms have been proposed in literature, which

can be classified according to the underlying tree traversal strategy, as described in the

following.

Depth-First Search

Depth-first algorithms descend along a direct path from the root to a leaf, exploring the

nodes within the selected path in a sequential manner. As long as possible, the algo-

rithm proceeds downwards though the tree repeatedly (forward processing), i.e., until a

leaf is reached or until all available nodes at a particular layer have been explored. In this

case the algorithm returns to the closest upper layer containing unexplored branches (back

tracking), selects a different branch and initiates the successive downward traversal be-

haviour again. This procedure is continuously repeated until no more nodes are available.

The sphere detection (SD) approach [24, 53], which represents the quintessential depth-

first tree-search algorithm, introduces a certain metric constraint (the radius), in order to

limit the search space. This kind of algorithms present thus a rather nondeterministic tree

traversal behaviour, imposing control-flow and data dependencies which impede straight-

forward exploitation of parallelization techniques. Another disadvantage with regard to

a practical implementation is the fluctuating execution time, which ultimately results in
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nonconstant processing throughput -decreasing as the number of visited nodes increases.

This is obviously inconvenient for applications requiring constant data rates or the guar-

antee of a minimum throughput. However, the variable and nondeterministic character

of depth-first SD strategies also represents the major advantage of these approaches: the

possibility to adapt the search space dynamically, depending on varying channel conditions

or on application requirements.

MIMO SD approaches have been intensively investigated during the last decade, leading

to a wide spectrum of algorithm variations. They mainly differ in the strategy followed to

collect the minima required for the LLRs computation in (2.22) and to define the radius

constraint. The original SD algorithm [53], firstly employed for MIMO detection in [54],

searches for the hard ML solution and imposes a fixed radius constraint. The so-called

Repeated Tree Search (RTS) [55] was one of the first solutions proposed to generate soft

information. To this aim, the tree is traversed repeatedly, firstly searching for the ML

hypothesis, and subsequently looking for the counter-hypotheses required for the LLRs

computation. This is however an inefficient approach, since it obviously entails a large

number of redundant computations. In contrast, the Single Tree Search (STS) [56] and the

List Sphere Detection (LSD) [24] algorithms search for the ML/MAP hypothesis and the

counter-hypotheses concurrently, exploring each node within the tree at most once. Despite

the naming distinction, actually both SD algorithms store a set of candidate (counter-

)hypotheses. The key difference actually resides in the way the list is handled and the

radius is defined. LSD algorithms keep the best K candidates found during the tree search,

sorted in ascending order of their metrics. As soon as a new path metric is computed, the

list is tentatively updated and re-sorted, regardless of the bit values of the corresponding

demapped symbols. The radius may be shrunk during the tree search, adopting the value of

the maximum metric in the list as in e.g., [11]. In contrast to this, STS algorithms store the

best candidate metric found specifically for each of the LNT LLRs to be computed, making

an explicit distinction of the bit values. The search radius is determined for each (partial)

node separately, as the maximum metric from the set of stored counter-hypotheses. As

shown in [8], LSD leads to a modestly lower number of explored nodes while providing

the same error-rate performance than STS, at a slightly increased computational cost

due to the comparison and sorting operations required to update the list. It should be

nevertheless noticed that the quality of the approximated LLRs is limited by the list size.

LSD may therefore lose potentially valuable candidates which are examined but are finally

excluded from the list. Recently, the so-called tuple-search sphere detector (TSD) with

bit-specific candidate determination [8], benefiting from both LSD’s and STS’s assets,

has been proposed. On the one hand, a list (or tuple) containing the best T candidate

metrics found (generally satisfying T < K) is stored, with the t-th element defining the

radius value. On the other hand, the best metrics found specifically for each bit are kept
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separately for the LLR computation, as done by the STS approach. By these means, the

complexity-error-rate trade-off is improved with respect to LSD and STS [8].

Breadth-First Search

Breadth-first algorithms compute and sort the metrics corresponding to a certain number

of contending paths at a particular layer, and subsequently select a set of surviving nodes

before proceeding to the next layer, starting at the root and finishing at the leaves. The

number of tree nodes visited by this procedure is generally predefined, which on the one

hand leads to an advantageous predictable runtime and thus constant processing through-

put but, on the other, impedes dynamically adapting the size of the search space (and

consequently, the computational effort) to varying channel conditions. Besides the fixed

runtime property, a major advantage of breadth-first approaches is the proneness to par-

allelization, since several tree branches can be processed independently at each layer. A

typical hazard affecting these algorithms is the possible exclusion of the ML/MAP estimate

or relevant contributions for a good approximation of the max-log-APP solution. In addi-

tion to this, the explored tree paths must be generally stored, which may incur considerable

memory costs especially if soft information must be generated.

One of the firstly proposed breadth-first approaches is the M-Algorithm [57], which

selects the M nodes with the best (partial) metrics at each layer. The incorporation of a

certain metric constraint in order to further shrink the search space led to the so-called T-

Algorithm [58]. These approaches evolved later on into one of the most prominent breadth-

first strategies nowadays, the K-Best algorithm [23, 59, 60], which explores a maximum of

K nodes (per layer) whose metrics comply with a specific radius constraint. While these

algorithms impose a unique constraint on the number of nodes to be explored at each

layer, recent works (e.g., [61]) employ a different value Ki for each layer i in order to

further reduce the complexity. The fixed-complexity sphere detector (FSD) [62, 63] also

follows this principle. It differs from K-Best mainly in the fact that the constraint on

the number of nodes is imposed to each parent node instead of to each tree layer, leading

to a even more deterministic tree traversal behavior. The complexity of these algorithms

is generally dominated by the number of metric computations as well as sorting and list

maintenance operations involved. Note that most of these approaches incorporate some

radius constraint to easily discard tree branches and, consequently, they are frequently

regarded in literature also as sphere-detection algorithms.

Best-First Search

Best-first (also referred in literature as metric-first) approaches explore firstly the most

promising candidates with regard to their partial metrics. In contrast to the previous

strategies, the selected nodes may belong to different sub-trees and be located at differ-

ent tree layers, exchanging the previously described “layer-wise” tree search by a rather
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“tree-hopping” traversal strategy. A representative example is the so-called list-sequential

(LISS) detector, which collects partial vector candidates in a stack sorted according to

their metrics. The search is performed by selecting the best path in the stack which

has not yet reached its full length [30]. By these means, the probability of missing the

ML/MAP solution is considerably reduced in comparison to the previously discussed ap-

proaches. However, the complexity of the algorithm’s control flow is much higher, as so is

the computational cost due to the required stack update and sorting operations.

2.3.2 Tuning the Error-Rate-Complexity Trade-off at Pre-

Processing

As previously discussed, a triangularization of the channel matrix is performed (e.g., by

applying QRD) in order to successively decouple the received signals and to allow an

ordered exploration of the tree from the root to the leaves layer, therefore enabling the

application of efficient tree traversal approaches. But before the tree search takes place,

several additional strategies can be applied to reduce the search space and to additionally

improve the error-rate performance. In the following, the most widely applied techniques

are briefly described.

Layer Ordering

Tree-search approaches apply the successive interference cancellation principle on each of

the explored tree paths and, consequently, these algorithms also suffer from error propa-

gation to some extent. As discussed in section 2.2.4, this problem can be easily mitigated

by employing the sorted QRD (SQRD) strategy to allow processing the most reliable sig-

nals firstly, thus reducing the probability of wrong decisions at the upper tree layers. For

this purpose, the diagonal coefficients of the R matrix are (ideally) sorted5 in ascending

order (rii < rjj, ∀i < j). After concluding the tree search, the computed LLRs must be

reordered according to the permutation introduced by P in (2.15). By these means, the

error-rate performance is improved in the case of algorithms with fixed complexity (e.g.,

SIC, FSD), as shown in e.g., [29, 64]. In the case of algorithms with variable search com-

plexity (e.g., depth-first SD), the amount of nodes explored is significantly reduced, as

observed in e.g., [10, 65].

MMSE Channel Extension

The improvement in error-rate performance due to the incorporation of the noise variance

into LD and SIC processing has been discussed in sections 2.2.3 and 2.2.4, respectively.

In the case of (S)QR-based tree-search approaches with variable complexity, introducing

5As described in section 2.2.4, SQRD is a greedy approach which approximates the optimal order.
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the MMSE criterion (2.15) has rather an impact on the search complexity, as shown in

e.g., [65, 66] and detailed in the following. The SNR at each tree layer i depends on

the corresponding (squared) diagonal element |rii|2 of the matrix R, as shown by (2.17).

Consequently, close-to-singular (i.e., ill-conditioned) channels resulting in low effective SNR

on one or several of the spatial streams are prone to cause a large number of candidates to

be contained within the radius. This effect can be mitigated by “regularizing” the channel

matrix as proposed in [48], i.e., taking into account the noise variance at the receiver by

applying (2.15). This reduces the condition number6 of the effective channel matrix and

thereby the search complexity, at the cost of minor error-rate performance degradation.

This loss is a consequence of ñ not having the same statistics as n and containing self-

interference (i.e., depending on x, as observed in (2.18)), as well as of Q1 not necessarily

being unitary (even though Q do is) [10]. As shown in [67], the MMSE-based extension

of the channel matrix incurs a data-dependent contribution (i.e., self-interference) in the

Euclidean distance:

‖y−Hx‖2 = ‖y′ −Rx̂‖2 − σ2 ‖x̂‖2 (2.25)

which does not necessarily cancel out in the LLR computation (2.22) and should be there-

fore removed to avoid degrading the error-rate performance [10, 67]. As proposed in [67]

and applied in [8] to the TSD algorithm, in this work the bias term is subtracted from the

metric values before computing the LLRs:

λub
0 = λ0 − σ2 ‖x̂‖2 , (2.26)

L (cm,l|y) ≈ − 1

N0
min

x∈L|cm,l=+1

{
λub
0

}
+

1

N0
min

x∈L|cm,l=−1

{
λub
0

}
. (2.27)

Note that by this mean self-interference is compensated but ñ is no longer a i.i.d. circularly

symmetric complex Gaussian-distributed random variable with variance N0, which causes

a negligible error-rate performance loss [68]. This strategy is applicable to most list-based

tree-search algorithms since the candidate symbols x̂ are collected and stored along with the

metric values during the tree search, whereas the STS algorithm is generally an exception.

An alternative approach to compensate the self-interference in this case, as well as further

corrections to the LLRs computation, are proposed in [68].

Lattice Reduction

The aim of lattice reduction (LR) techniques is to solve the detection problem onto a

relaxed infinite lattice with a nearly orthogonal basis. This can be performed by applying

the widely known Lenstra-Lenstra-Lovasz (LLL) algorithm [69], at the cost of increasing

the receiver’s complexity [29]. In combination with low-complex detection algorithms such

6A matrix is said to be well-conditioned, if its condition number is 1 (or close to 1).
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as LD and SIC, the detection error-rate performance is considerably improved [70]. In the

case of tree-search algorithms, however, relaxing the finite lattice to an infinite one results

in a larger search space, hence becoming a rather disadvantageous approach [71]. Even

though LR methods can be advantageous for hard-output MIMO detection, as shown in

e.g., [72] for a K-Best detector, generating soft information is a major challenge since the

original constellation mapping can not be directly applied to the new lattice space [40].

The application of LR techniques will be therefore not considered in this work.

2.3.3 Tuning the Error-Rate-Complexity Trade-off at Runtime

Besides the above described mechanisms, applied at the pre-processing stage, additional

strategies may be employed in order to reduce the complexity during the tree search process,

as described in the following.

Radius Reduction

The introduction of a radius constraint R represents the main defining characteristic of the

sphere detection approach. In order to avoid exploring the complete tree of possible trans-

mitted MIMO symbols, only those paths satisfying λ0 < R are examined. Subtrees whose

partial metrics exceed the radius (i.e., λi > R) may be additionally pruned in advance,

since the descending accumulated metrics (i.e., at layers i − 1, . . . , 0) have necessarily a

value larger than λi. This leads to a significant reduction of the node count, especially if

layer ordering is applied. The specific value of R has been shown to be a crucial factor

affecting the detection performance [36, 40]. In this regard, two strategies can be distin-

guished, namely fixed radius [54] and adaptive radius [24, 71]. The first strategy can be

very easily implemented but presents two major drawbacks. Firstly, a suitable radius value

guaranteeing a good error-rate-complexity trade-off has to be determined and, secondly,

the search process lacks adaptability to system or channel variations. These disadvantages

are mitigated by the adaptive strategy, which initializes the radius to a certain value (e.g.,

R = ∞) and updates (shrinks) it repeatedly, as soon as a better metric λ0 is found. This

strategy achieves the greatest reduction in complexity (in terms of the amount of nodes

examined), but some additional conditions are required in order to avoid constraining the

search space too much, especially when soft-information needs to be generated. Other-

wise, an insufficient number of tree paths and consequently of counter-hypotheses might

be examined, hence degrading the error-rate performance [8].

(Radius) Clipping

Tree-search algorithms are suboptimal detection approaches which may not find a counter-

hypothesis for each of the bits in the received vector. This causes the resulting extrinsic

information to take large values, misleadingly interpreted by the decoder as highly reliable
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decisions on the affected bits. In this regard, clipping the extrinsic information |Le|clip =

min{|Le|, Lclip} before transferring it to the decoder is a commonly applied method to avoid

overflows as well as overestimation of the detected bits’ probabilities [11], as further detailed

in section 2.4. Choosing a too large value for the clipping factor Lclip = Lmax
e may cause

the decoder to assume a too high reliability of the bits, whereas setting Lclip too low will

lead to the opposite effect. In the first case, decision errors might be prevented from being

corrected while, in the second, non-existing errors might be indeed induced. The particular

limiting value Lmax
e , crucial for good performance, is chosen so that the mutual information

exchange at the output of the detector is maximized [73], as proposed in [40,74]. In iterative

signal processing the maximum a priori probability value is additionally incorporated,

redefining the clipping factor as

Lclip = Lmax
e + Lmax

a = Lmax
e +max

i,j
{|La(ci,j)|}. (2.28)

The main idea of the radius clipping mechanism consists in pruning in advance those

subtrees belonging to paths whose extrinsic probabilities will be nonetheless clipped with

Lclip [52] as previously described. The clipped radius Rclip is then determined as the

minimum between R and the clipping factor defined as:

Rclip = min{R, λ0(c
ML) +N0L

clip}. (2.29)

Further Strategies

Further runtime strategies for complexity reduction include other mechanisms affecting the

radius (e.g., statistical tree pruning [75]) as well as the introduction of fixed constraints

limiting the tree dimensions -such as the maximum number of tree branches, metric compu-

tations or node extensions- (e.g., early termination [76]). However, strategies which merely

“crop” the search space usually incur a certain error-rate performance degradation, draw-

back which makes their application rather unattractive. An overview of these techniques

and their impact on detection performance and complexity can be found in [40]. The partic-

ular node enumeration method employed (i.e., the order in which symbols descending from

a certain parent node are examined) also presents a great impact on the search complexity.

In this regard, the most popular approach is the so-called Schnorr-Euchner (SE) enumer-

ation [77], which sorts the symbols in ascending order of their partial metrics. Resulting

from this, tree paths with favourable metric values are examined first, hence avoiding ex-

ploration of subtrees which will be pruned by the radius constraint. Reduced-complexity

enumeration approaches approximating the ideal SE ordering are presented in section 3.3.

Lastly, different algorithm-specific strategies for complexity reduction may be applied, e.g.,

varying the size of the underlying list in list-based sphere detection approaches (such as

LSD and TSD), or adjusting the clipping factor (as further detailed throughout the next

sections).
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2.4 The Reduced-Complexity Sphere Detector

From the large variety of tree-search detection strategies previously presented, the tu-

ple search sphere detector (TSD) proposed in [8] has demonstrated to outperform the

error-rate-complexity trade-off of contenting sphere detection strategies (such as single

tree search (STS) [10], list sphere detection (LSD) [11] or K-best detection [60]) while

representing a promising approach towards an efficient practical realization. The TSD de-

tection strategy, which has been the focus of research in this work, will be in the following

described along with the most relevant algorithm-specific mechanisms to further reduce

the computational effort.

Computing the LLRs in (2.27) requires the determination of a detection hypothesis and

LNT counter-hypotheses, as described in section 2.2.2. Since explicitly searching for all the

required minima leads to impractically high computational effort [56], the TSD algorithm

restricts the search to a subset containing the T most likely tree paths. The metrics λ0 of

these paths are stored in the so-called search tuple T := {λ0 (c0) , λ0 (c1) , . . . , λ0 (cT−1)}
in ascending order (λ0 (c0) < λ0 (c1) < . . . < λ0 (cT−1)). This list is initialized with

λ0(ct) = ∞7 and the value at any entry t ∈ {1, . . . T − 1} is replaced by any newly

found metric value λ0(c) satisfying λ0 (ct−1) < λ0(c) < λ0 (ct) (for t = 0 the condition

λ0(c) < λ0 (c0) is sufficient). Those metric values previously stored in the entry range

[t, T − 1] are simply shifted one position up in the list, thus occupying the range [t+1, T ],

whereas the T -th position is not existing and the assigned element will be hence dropped.

By these means, the ascending metric order is continually guaranteed. Similarly to the

LSD procedure, the sphere radius is defined as the maximum metric in the tuple:

R = max
ct|ct∈T

{λ0 (ct)} = λ0 (cT−1) . (2.30)

Resulting from this, the radius is initialized with R = ∞7 and scaled down during the

tree search, as the metric value λ0 (cT−1) decreases. In contrast to the LSD approach, the

potential counter-hypotheses are not extracted from the tuple (list). Instead, candidates

for the LLRs computation are found during the tree search and stored separately for each

of the LNT bits [8], as likewise done by the STS procedure. It should be noticed that,

since the candidates for the LLRs computation are generated from a reduced subset of

the paths examined during the tree search, finding a counter-hypothesis for each of the

LNT bits cannot be guaranteed. The non-found counter-hypotheses, originally initialized

to ∞7, cause misleading extrinsic information for the channel decoder, which interprets

these magnitudes as highly reliable decisions on the corresponding bits. Consequently,

the overestimated extrinsic bits have to be clipped (|Le|clip = min{|Le|, Lmax
e }) in order

7When using fixed-point arithmetic, the initial value ∞ is replaced by the maximum quantity repre-

sentable by the corresponding bit-precision.
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to avoid degrading the error-rate performance. As shown in [73], defining the clipping

limit Lmax
e such that the average mutual information at the detector output is maximized

leads to good error-rate performance. By combining the tuple-search mechanism for the

radius update with the bit-specific candidate determination approach, the resulting TSD

algorithm improves the error-rate performance with regard to the LSD strategy, while

significantly reducing the average number of examined nodes (E[n]) with respect to STS

detection, as shown in [8] and illustrated in section 4.2. Furthermore, varying the trade-off

between detection accuracy and complexity (in terms of E[n]) is enabled by the adjustable

size of the tuple T .

In order to minimize the search complexity (i.e., E[n]), the widely known preprocessing

strategies described in section 2.3.2 may be applied. In particular, noise-aware layer order-

ing is implemented by employing the MMSE-SQRD mechanism described in section 2.2.4.1.

Note that the separate storage of counter-hypotheses (including not only the metric values

λ0 but also the corresponding constellation symbol vectors x̂), permits eliminating the bias

from the metrics (2.26) prior to the LLRs computation according to (2.27), as detailed

in section 2.3.2. Several of the runtime approaches for complexity reduction described in

section 2.3.3 are additionally considered. Besides adjusting E[n] through the tuple size T ,

as previously mentioned, the radius clipping and the early tree-search termination mech-

anisms are supported. The latter is performed by constraining E[n] to a maximum value

nmax, which allows guaranteeing a minimum detection throughput. Furthermore, by setting

nmax = NT, SIC (section 2.2.4) detection performance is obtained. Tree-pruning mecha-

nisms have been shown in [78] to provide only a marginal benefit in complexity reduction

which does not compensate the consequent loss in error-rate performance, and are there-

fore not considered in this work. Even though the TSD algorithm, in combination with

these strategies, already represents an effective approach to drastically decrease E[n], it is
possible to further reduce the detection’s computational effort by additionally lowering the

amount of computations performed and simplifying (e.g., approximating) the required op-

erations. Relevant techniques to achieve this are described in the following. The resulting

reduction of the computational effort has a direct impact on the complexity of the resulting

VSLI implementation, especially concerning area, throughput and power consumption, as

further detailed in chapter 6.

2.4.1 Estimating the Node Enumeration Sequence

The complexity of the tree search process is strongly influenced by the order in which

the constellation symbols descending from a parent node are explored during the tree

search. Tree paths which are advantageous for (2.27) (i.e. presenting small metrics)

should be explored firstly in order to avoid spending computational effort on subtrees
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which will be eventually pruned by the radius constraint. The Schnorr-Euchner (SE) enu-

meration [77] is a widely known strategy defining the ideal node sequence, which requires

computing the metrics of all constellation symbols and sorting them in ascending order.

The resulting enumeration sequence v is defined as an ordered set of constellation symbols

v := [x̂0
i , x̂

1
i , . . . , x̂

p
i , . . . , x̂

(Q−1)
i ] with metrics satisfying λi(x̂

0
i ) ≤ λi(x̂

1
i ) ≤ . . . ≤ λi(x̂

p
i ) ≤

. . . ≤ λi(x̂
(Q−1)
i ). The complexity of the SE method is nevertheless outrageous since the

described procedure must be reiterated for each parent node in the tree. Moreover, all

symbols whose metrics violate the radius constraint (λi(x̂
p
i ) > R) will not be explored and

hence enumerating them should be avoided.

Assuming equal bit probability (as in the case of non-iterative detection-and-decoding,

where a priori information is not available) the contribution λa(x̂i) to the metric computa-

tion in (2.23) has no effect on the resulting enumeration, which is thus uniquely depending

on the (squared) Euclidean distances between the (normalized) interference-reduced re-

ceived signal and the constellation symbols:

d(y′′′i , x
p
i ) = dp

i =
∥∥y′′′i − x̂p

i

∥∥2, with p = {0, . . . , Q− 1}. (2.31)

On the basis of (2.31) the enumeration can be directly visualized on the constellation

plane, where geometrical properties can be exploited in order to approximate the ideal SE

ordering with a significantly lower computational cost. The circular or column-wise zig-zag

enumerations employed in [31] and [79], respectively, as well as the sector-based approach

proposed in [9] are some examples. The latter, so-called search sequence determination

(SSD) is a heuristic method which divides the constellation space into geometrical decision

regions, each associated to a sequence of symbols approximating the ideal SE enumeration.

The SSD strategy replaces the numerous metric and sorting operations required by the

SE enumeration by a few inexpensive basic operations (such as sign checks, comparisons

and bit shift operations). The symbols are enumerated according to a geometrical position

analysis relative to reference nodes x̂ref
i

x̂ref
i = �y′′′i 	 = �

y′′i
rii
	x (2.32)

(with �·	x representing a rounding operation to the closest constellation symbol). The cor-

responding enumeration is determined by a fixed node sequence associated to the decision

region where y′′′i lays. As proposed in [9], two different enumeration approaches may be

applied depending on the tree layer i:

1. At layers i ∈ {1, . . . , NT−1}, the node enumeration is based on the relative position

between y′′′i and x̂ref
i , which is quantized to a certain number of geometric regions, as

exemplified in Figure 2.2(a). The accuracy of this approach is variable, depending
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(a) Constellation’s space partitioned

into 5 decision regions.

(b) Example of selected candidate

counter-hypotheses at leaves layer.

Figure 2.2: Search sequence determination approaches (64-QAM).

on how many regions, and thus enumeration sequences, are considered. As demon-

strated in [9], a maximum of 5 decision regions shall be employed, since no significant

benefit is obtained by further dividing the constellation space. By means of this ap-

proach, the costly node enumeration task is simplified to an elementary geometrical

region differentiation. The computational complexity of this strategy can be further

decreased by reducing the amount and length of the considered sequences.

2. At layer i = 0, sequences explicitly intended to find counter-hypotheses by exploiting

the constellation mapping properties are rather employed (Figure 2.2(b)). Due to

the convenient Gray-code mapping, those constellation symbols laying on the same

real and imaginary axes as x̂ref
i (i.e., the potential hypothesis) represent the best (in

terms of Euclidean distance) candidate counter-hypotheses [9]. The candidate set

B is hence comprised by one hypothesis (x̂ref
i ) and L counter-hypotheses, which are

enumerated in ascending order of their geometrical distances to y′′′i .

In the presence of a priori information, however, the metric values do not depend

uniquely on the Euclidean distances but also on the contribution λa(x̂i) and, consequently,

a sorted sequence of symbols can not be predicted by solely examining dp
i . Such Euclidean-

distance-based enumeration strategies are thus suboptimal and may lead to considerable

error-rate performance degradation [80]†, as shown in section 4.4.1. A more detailed insight

on this problem as well as an overview of existing and proposed solutions are presented in

chapter 3.
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2.4.2 Parallel Sibling Node Processing

The SSD strategy reduces the computational complexity considerably, as previously dis-

cussed, but it introduces a penalty on the number of internal cycles required by the tree

search [9]. This drawback is a direct consequence of the enumeration process providing

nodes in a sequential and on-demand manner, assuming a so-called one-node-per-cycle

architecture [31]. Tree nodes are not enumerated until they are required by the search al-

gorithm and, consequently, a direct selection of the next sibling node to be examined is not

immediately possible. Instead, an additional cycle is required in order to firstly determine

this node and its corresponding partial metric. In order to mitigate the increased cycle

count problem, parallel processing of parent nodes has been proposed in [9]. According to

this principle, a next favourable sibling parent node must be already available whenever

the decision to extend this node is made, as exemplified in Figure 2.3. For this purpose,

within each tree search cycle a sibling node is computed ahead, in parallel to the currently

examined one. In addition to this, parallel processing of leaf nodes is proposed in order to

reduce the cycle count further [9].

...

...
...

...

(a) Example of completely

sequential tree search.

...

...
...

...

(b) Example of tree search with

parallel sibling node processing.

Figure 2.3: Comparison of sequential and parallel sibling node processing. Dashed lines represent

not-yet-examined paths.

2.4.3 Estimating the Metrics

The computationally intensive operations required for the metric calculation in (2.23) can

be considerably simplified by an estimation based on the sector-aided enumeration ap-

proach described in section 2.4.1. The distances dpi between the constellation symbols and

the (normalized) interference-reduced received signal can be replaced by predefined geo-

metrical distances dp
i
′
= d(zref , xp

i ) [28], [81]
† between the constellation symbols and fixed

reference points zrefi (such as the geometric centers of the defined decision regions):

r2ii(d
p
i )

2 = r2ii ‖y′′′i − x̂i‖2 ≈ r2ii
∥∥zrefi − x̂i

∥∥2 = r2ii(d
p
i
′
)2, (2.33)
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zrefi�

(dpi
′
)2

Figure 2.4: Geometrical distances between constellation symbols and the centroid of one of the

triangular decision regions.

as illustrated in Figure 2.4 for one of the depicted sample decision regions. It is additionally

possible to precalculate r2ii as well as r
2
ii(d

p
i
′
)2, consequently simplifying the complex-value

products in (2.23) to a single real-value multiplication8 or even causing this operations to

vanish completely. The low computational complexity of this approach makes it seemingly

attractive for practical hardware implementations. However, it should be noticed that

the apparent simplification comes at the cost of degrading the detection error-rate perfor-

mance (due to the loss of accuracy), and increasing the memory (to store the precomputed

(squared) distances (dp
i
′
)2 or products r2ii(d

p
i
′
)2), as shown in sections 4.2 and 6.3, respec-

tively. Note that the additive contribution of the a priori information λa(x̂i) is not part of

the estimation in (2.33) and is nevertheless computed according to (2.23) and (2.24).

2.5 Complexity, Performance and Efficiency Metrics

As already emphasized in previous works from literature (e.g., [36,82,83]), comparing dif-

ferent baseband digital signal processing solutions is a non-trivial, burdensome challenge.

The major difficulty in this regard is introduced by the great diversity of wireless commu-

nications standards, which define a large variety of scenarios and configuration parameters

to be considered. In addition to this, the numerous constraints imposed not only by the

standards, but also by the applications’ and users’/market demands, lead to diverse opti-

mization trade-offs to be pursued as well as to a broad collection of metrics to be examined

to evaluate the resulting solutions. In order to perform an unbiased, equitable compari-

son, different metric normalization methods may be applied. In the following, the metrics

considered in this work and their dependance on the transmission and system setup are

8For a conveniently chosen QRD, rii only contains positive real values.
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described.

2.5.1 On the Algorithmic Perspective

Signal to Noise Ratio (SNR)

SNR is defined as the ratio of signal power Ps in a specific bandwidth over the locally

present noise power Pn in the same bandwidth:

SNR =
Ps

Pn

with SNRdB = 10 log10 (SNR). The SNR averages therefore the communication signal over

possibly infinite time. In digital wireless communications systems, however, a normalized

measure of communications performance which is quantized to finite time intervals and is

independent of the bandwidth is generally more practical. A widely applied example of

such a metric is the information symbol-energy-to-noise-density ratio:

Es

N0
=

Psts
Pn/B

=
SNR

fs/B
≡ Eb

N0

NTLRc

NR
, (2.34)

with fs = 1/ts and ts representing the sampling frequency and the symbol period, respec-

tively, and B representing the (noise equivalent) bandwidth. Note that the Es/N0 is thus

related to the SNR by the bandwidth efficiency fs/B. For a coded system with coding rate

Rc and a modulation scheme employing L bits to represent each symbol, the Es/N0 can

be also expressed as a function of the bit-energy-to-noise-density ratio Eb/N0 (right-

most expression in equation (2.34)). Assuming that the system is operating at the Nyquist

bandwidth B = fs/2 and that the dominant source of noise is AWGN with noise density

N0/2 per real dimension, the SNR equals the information symbol-energy-to-noise-density

ratio (SNR = Es/N0) [84].

Error Rate

The error rate is an indicator of the communications reliability, typically expressed in terms

of bit error rate (BER) or frame error rate (FER). The BER and FER metrics represent

the ratio of incorrectly decoded information bits and frames, respectively, over the cor-

responding total transmitted information. BER and FER are typically represented as a

function of SNR (or, alternatively, of Es/N0 or Eb/N0). For this reason, error-rate perfor-

mance degradation/gain is frequently expressed in terms of the required increase/decrease

in SNR (or Es/N0 or Eb/N0) to reach the same BER/FER. Note that, while the BER

is independent of the frame structure, the FER is strongly influenced by the frame size,

which should be therefore taken into account when comparing algorithms applied to differ-

ent transmission schemes. Analogous to FER, the block error rate (BLER) and the packet



2.5 Complexity, Performance and Efficiency Metrics 31

error rate (PER) can be defined. The notation and definition of “frame/block/packet”

varies with the wireless standard. BLER is considered in e.g., 3GPP LTE(-Advanced)

standards, whereas PER is commonly examined in e.g., IEEE 802.11/16 WLAN/WiMAX

standards. In 3GPP UMTS standards FER is rather considered. In this work, the FER

notation will be indistinctively employed (the definition of “frame” will be presented later

on). The numerous communications standards also define diverse acceptable error-rate

thresholds, such as 10% PER for IEEE 802.11n WLAN [85], 10−6 BER for IEEE 802.16

WiMAX [86] and 10% BLER for 3GPP LTE/LTE-Advanced [22]. Whenever the link qual-

ity degrades beyond the specified threshold different strategies are implemented, varying

with the transmission mode and the standard. Decreasing the modulation order and/or

the code rate, choosing a different transmission channel or handing the communication

over to a different base station are some commonly applied examples.

Complexity

Measuring and comparing the complexity of different digital baseband approaches from the

algorithmic perspective is a burdensome task. The different arithmetic precisions employed,

the varying complexity of the performed computations and the undetermined memory and

control logic requirements permit only a rough estimation of the conceivable implemen-

tation complexity and hinder equitable comparison of algorithms. The most commonly

examined metric in this regard is the computational complexity, expressed in terms of

the number of “costly” operations performed with a particular precision. The kind of op-

erations to be considered differs, however, depending on the underlying implementation

technology. For floating-point DSPs, arithmetic operations generally entail comparable ex-

ecution times and therefore the number of floating-point operations is a suitable indicator of

an algorithm’s computational complexity. In the case of dedicated fixed-point solutions, in

contrast, a differentiation is required since the various operation types usually entail differ-

ent costs which moreover vary depending on the employed arithmetic precision. Hardware

accelerators further worsen the problem since sequences of basic computations are merged

into faster single-cycle custom operations. The arithmetic operations count may be con-

sequently misleading and it generally represents a poor estimate of the integrated circuit

complexity, provided that additional hardware costs incurred by parallelization, control

logic and memory are not accounted for. An additional cause of unequitable comparisons

between different detector solutions is represented by the fact that the incurred complexity

may vary depending on given latency and/or energy-consumption constraints. In this re-

gard, a combination of complexity and performance metrics (such as the cost and efficiency

factors described in section 2.5.2) is required.

Besides technology-dependent complexity metrics, the different functional nature of

the considered detection approaches also calls for algorithm-specific metrics, which usu-
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ally cannot be directly translated into other magnitudes for comparison. In the particular

case of tree-search detection approaches, a representative metric of the algorithm’s com-

putational complexity is provided by the number of nodes E[n] examined within the tree.

Even though this metric is applicable to all tree-search based detectors, its use presents

three main disadvantages: i) the computational complexity entailed by a node extension

operation may vary depending on the tree-search approach, ii) this complexity cannot be

compared to or translated into other complexity metrics (such as e.g., matrix inversions) in

a straightforward way, and iii) it has different implications in the posterior hardware imple-

mentation, varying with the employed tree-search scheme. For instance, a higher number

of explored nodes typically leads to larger area in the case of breadth-first algorithms (ex-

ploring several branches in parallel), while in the case of depth-first algorithms it rather

has a direct impact on the detection runtime and thereby on the processing throughput.

For these reasons, in this work the number of nodes is only considered in order to compare

several optimized variants of the same algorithm. For comparison to other works the actual

integrated circuit complexity will be examined, as detailed below.

Search Efficiency

In addition to evaluating the error-rate performance and E[n], in this work the novel

efficiency analysis introduced in [28], [81]† is applied. For a given BER performance, the

LLRs will be approximated on the basis of the potential hypothesis and set of counter-

hypotheses found during the tree search, as described in section 2.3. This obviously implies

that only a subset of the overall searched nodes belong to tree paths actually contributing

to the final LLRs computation. The amount of nodes belonging to these paths, excluding

the leaves, represents therefore the minimum number of nodes nmin which have to be

necessarily examined in order to build the required set of counter-hypotheses. The efficiency

of the search algorithm can be thus measured as the inverse of the amount of information

unnecessarily processed, i.e., the overhead ratio

∂ =
E[n]
nSTS
min

, (2.35)

defined as the ratio between E[n] and nmin of the STS approach [8]. STS is taken as

reference since it finds all minima argmin
x̂(c)|c∈C,cm,l �=cML

m,l

{λ0} within the search sphere for the

given target error-rate performance.

Transmission and Processing Throughput

The term “throughput” can be generally defined as the ratio between the amount of data

produced and the time required to produce this data. In the context of digital wireless

communications, transmission throughput (also goodput) refers to the number of bits

successfully delivered over the communication channel during a given symbol period ts. In
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spatial-multiplexing multi-carrier systems with LNT bits representing each MIMO symbol,

the nominal peak transmission data rate can be generally expressed as [87]:

Θnom =
LNTN

ts
[bps], (2.36)

where N corresponds to the number of effective (sub-)carriers (for single-carrier systems

N = 1). Assuming that incorrectly decoded frames are discarded at the receiver and that

retransmission of this information is consequently required (as is the case of e.g., simplistic

ARQ -automatic repeat request- techniques), the transmission data rate is affected by the

reliability of the communication channel, i.e., by the frame error-rate probability:

Θraw = (1− FER)Θnom [bps]. (2.37)

Note that this definition corresponds to the raw or uncoded transmission throughput. In

coded systems, where only a fraction Rc of the bits actually contains information, the ef-

fective information throughput is hence reduced by the coding rate to Θ = ΘrawRc. So far

only the transmission data rate has been considered. However, the signal processing at the

receiver side also incurs a certain delay. In this context, the processing throughput is de-

fined as the ratio between the amount of detected/decoded bits and the detection/decoding

time. For the particular case of the depth-first tree-search detection algorithms focused in

this work, the average detection throughput is determined as:

τ raw =
LNT

lcpE[n]
[bits/clock cycles], (2.38)

where lcpE[n] denotes the average (over sufficient channel and noise realizations at constant

SNR) number of clock cycles required to detect a MIMO symbol vector in the considered

scenario (with lcp representing the cycle count per node). Again, the effective informa-

tion processing throughput is reduced by the coding rate (τ = τ rawRc). The processing

throughput therefore refers to the nominal rate at which the algorithm can make a decision

on the transmitted bits and, in contrast to the transmission throughput, it provides no in-

formation about the reliability of the decision. The resulting error-free data rate (goodput)

experienced by a user will be hence limited by the minimum between the transmission rate

and the receiver’s processing throughput (min{τ ,Θ}).

Spectral Efficiency

The spectral efficiency (also referred in literature as bandwidth efficiency [84]) is a measure

of the transmission data rate normalized to the (occupied) spectrum bandwidth:

ηBW =
Θ

B
[bps/Hz], (2.39)
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where Θ is here generalized to any of the previously defined (i.e., peak nominal, raw or

effective) transmission data rates and B represents the channel bandwidth. It should be

noticed that the peak nominal spectral efficiency specified by the wireless communications

standards is only achieved under ideal transmission conditions. In practice, as previously

discussed, only a fraction Rc of the processed bits actually contain information data and

the link unreliability may lead to a high number of retransmissions, thereby reducing

the communications data rate. Other factors limiting the throughput are the overhead

introduced by the pilot and control channels, the interference caused by transmissions in

neighboring cells on the same frequency band (inter-cell interference) and the distribution

of cell capacity among users. In addition to this, transmission rates may also be constrained

by the resources availability (e.g., large spectrum bands are frequently unavailable), and

link adaptation mechanisms may automatically reduce the modulation order and/or the

coding rate in order to comply with a certain quality or reliability constraint. According

to [84], the actual throughput per cell is in practice about only 30-50% of the theoretical

peak values specified by the standards.

2.5.2 On the Integrated Circuits Perspective

Area

While the computation count only permits an inconclusive assessment of an algorithm’s

complexity, as previously discussed, the silicon area occupied by the algorithm’s realization

is an indicator of the true implementation complexity. Since this metric depends on the

transistor feature size, technology scaling must be applied to enable equitable comparison

of ICs manufactured on different processes (as further detailed in section 2.5.2.1). The gate

equivalent (GE) count is an additional, widely employed, technology-independent indicator

of chip complexity. It is determined as the total occupied silicon area A normalized to

the area ANAND occupied by a single two-input drive-one NAND standard cell on the

corresponding technology:

AGE =
A

ANAND

(2.40)

In order to compare different algorithm realizations, the area corresponding to logic as well

as to memory blocks should be distinguished and taken into account appropriately.

Maximum Clock Frequency

The maximum clock frequency of a synchronous digital circuit is constrained by the com-

binatorial path (from flip-flop output to flip-flop input) with the largest propagation delay,

i.e., by the design’s critical path. Specifically, the frequency fmax
clk is inversely propor-

tional to the total delay Tcp of the critical path (fmax
clk = 1/Tcp). In general, increasing
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the clock frequency of a circuit is possible by retiming and inserting temporal parallelism,

i.e., pipelining the design. Pipelining techniques reduce the propagation time by inserting

delay elements along the critical path, whereas the overall processing delay is increased, as

further detailed in section 5.2.3.2. Appropriate scaling rules must be applied when com-

paring fmax
clk on different technologies and/or at different supply voltages, as discussed in

section 2.5.2.1.

Circuit Performance

Assessing a design’s performance is strongly dependent on the underlying implementation

technology. Designers of programable architectures usually refer to (mega) instructions

per second (MIPS), million operations per second (MOPS) or floating-point operations per

second (FLOPS). However, the definition and complexity of the considered instructions or

operations, especially the application-specific ones, may differ considerably. Furthermore,

in designs where the performance is constrained by the communication plane (e.g., memory

access) rather than by the computations, the computing capacity does not represent the

actual system performance. In the context of digital wireless communications, performance

is generally related to the amount of information data processed within a given time period.

The processing throughput definition provided in section 2.5.1 for depth-first tree-search

detection algorithms will be hence focused in the following. From the integrated circuits

perspective, the ratio between the amount of detected bits and the detection time in

equation (2.38) is simply extended to include the system clock frequency:

τ raw =
LNT

lcpE[n]
fclk [bps]. (2.41)

Due to the dependency on fclk, appropriate technology scaling (2.5.2.1) must be applied

when comparing realizations on different processes and/or at different supply voltages.

Note that the effective information processing throughput is reduced by the coding rate

(τ = τ rawRc). In the following, uncoded throughput will be considered to compare different

MIMO detection algorithms, unless otherwise stated.

Power and Energy

The average power consumption of a design measures how much energy is consumed per

unit of time and is an indicator of how much heat the circuit dissipates. These factors

are closely related to physical constraints such as power-supply, battery lifetime, packaging

and cooling requirements. In digital integrated circuits the total power dissipation P is

contributed by a static and a dynamic component (P = Pstat+Pdyn). The latter results from

the gates’ switching activity and is therefore proportional to the circuit’s clock frequency. It

is mainly caused by a dominant capacitative switching component (Ptran) and by a marginal

direct-path contribution generated by short-circuit currents during transients (Psc). The



36 2 Fundamentals of MIMO Communications

effect of the short-circuit factor is nevertheless generally small, can be easily kept within

bounds by careful design and it becomes of even lesser importance as the supply voltage gets

closer to the threshold voltage in deep-submicron technologies [1]. The static component

is caused by static conductive paths between the supply rails or by leakage currents (Ileak)

and is consequently present even when no switching occurs. This has become an issue of

concern in processes below 28 nm, as in this regime leakage rises considerably. The total

power consumption is thus expressed as the sum of the mentioned components:

P = CV 2
DDfclk︸ ︷︷ ︸
Ptran

+CscV
2
DDfclk︸ ︷︷ ︸
Psc︸ ︷︷ ︸

Pdyn

+ IleakVDD︸ ︷︷ ︸
Pstat

, (2.42)

with C and Csc representing the total effective and the short-circuit capacitances, respec-

tively. Even though power dissipation is a relevant design characteristic affecting the

feasibility, cost, and reliability of an integrated circuit, for battery-powered devices the

energy E is usually a more interesting metric for comparison, since it involves not only the

power consumption but also the time Tclk required by the particular signal processing task

(E = P · Tclk). In the context of digital wireless communications, the energy normalized

to the amount of processed data is commonly considered:

E/bit =
P

τ
[J/b]. (2.43)

Cost and Efficiency Metrics

Due to the numerous performance and complexity metrics characterizing a circuit, addi-

tional metrics combining several of the circuit’s properties at once are required in order to

ease performing an equitable comparison of different architectures:

• AT- and ATE-Product: Defined as the product of a circuit’s silicon area (or,

alternatively, its gate-equivalent count) and the time required to process a data unit,

the AT-product represents the amount of resources required to achieve a certain

throughput. This metric can be extended to incorporate the energy cost, resulting

in a combined indication of the area and energy required per processed data unit:

ATE-product = E ·AT-product = E · AGE

τ
[GE · J/bps]. (2.44)

• Energy efficiency: The energy efficiency metric represents the amount of informa-

tion that can be processed at the energetic cost of 1J, being hence defined as the

inverse of the energy-per-bit previously introduced (2.43):

ηE =
1

E/bit
=

τ

P
[b/J]. (2.45)
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Parameter Symbol Dependencies Scaling factor

Transistor dimensions
W,L, Tox - 1/S

(width, length, oxide thickness)

Nominal supply, threshold voltage VDD, Vt - 1/U

Area A WL 1/S2

Gate count AGE - 1

Saturation current Isat WVDD/Tox 1/U

Capacitance Cgate WL/Tox 1/S

Powera P
CgateV

2
DDfclk 1/U2

+IsatVDD

Max. clock frequency fmax
clk

Isat
CgateVDD

S

Energy E P/fclk 1/(SU2)
aThe power contribution due to short-circuit currents is marginal in this scenario and has been

thus disregarded.

Table 2.1: General CMOS technology scaling model for short-channel devices (with transistor gate

lengths below 1μm) [1].

• Area-throughput efficiency: The area-throughput efficiency provides an indica-

tion of the throughput achieved per resource unit. It is thus inversely related to the

AT-product:

ηA,τ =
1

AT-product
=

τ̄

AGE

[bps/GE]. (2.46)

2.5.2.1 CMOS Technology Scaling

Besides the algorithmic and architectural divergences previously discussed, the different

CMOS processes employed represent another factor impeding direct comparison of inte-

grated circuit designs. The transistor scaling theory provides a solution in this regard,

as it allows estimating the circuit characteristics corresponding to a specific process for a

different one. The general technology scaling model employed for short-channel devices

(typically applied for transistors with gate lengths below 1μm) [1] is shown in Table 2.1.

In the general model, the device dimensions and related parameters are scaled by a factor

S > 1, representing the ratio between the feature sizes of the technologies under consid-

eration. In contrast to the classical fixed-field scaling regime (or Dennard scaling [88]), a

scaling factor U (with 1 < U < S) is applied to the voltage magnitudes instead of S. The

main reason for this is that, while transistor densities and speeds continue to increase ac-

cording to Moore’s law [89], Dennard scaling [88] ruling the downsizing of transistor power

has broken down due to the dramatic rise of leakage occurring at processes below 90 nm.
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Leakage currents increase exponentially as the threshold voltage is reduced, thereby aug-

menting the static power dissipation. As a consequence, the chip temperature rises, which

at the same time strengthens the leakage [1]. In other words, with the continuously increas-

ing transistor densities in current and future multiprocessor system-on-chips (MPSoCs),

the speed at which transistors can be switched is significantly exceeding the capacity to

dissipate the heat consequently generated. The result is a technology-imposed “utilization

wall” caused by the limitations of the underlying power and cooling delivery medium [90],

restricting the fraction of the chip that can operate simultaneously at full speed. In fact,

switching off several components during certain periods is generally required, an effect that

has been recently branded as dark silicon [91–93]. In this leakage-limited regime, constant-

voltage scaling (U = 1) is rather applied, leading to an overall chip power consumption

scaling with S2 (at maximum frequency). For a given fixed power budget, the utilization

wall is therefore dramatically worsening with each process generation and is expected to

further aggravate with the introduction of 3D CMOS technology [94]. Several research

efforts have addressed these issues from different fronts [92]. Introducing new materials

and device structures, developing heterogenous multi-core architectures with application-

specific hardware dedicated to reduce the energy consumption of computationally-intensive

applications (so-called conservation cores [94, 95]), or integrating active liquid cooling mi-

crochannels directly on the MPSoC die [90] are some examples of recently investigated

solutions.

Selecting the most suitable technology for the circuits intended in this work is hence not

a trivial task. 130nm-and-above technologies are not well suited if small area, low power

consumption, and high performance are targeted. Very high speed and low (dynamic)

power consumption can be achieved by employing smaller feature sizes, such as 28nm-and-

below. In the latter case, however, leakage is expected to be a concern rising the static

power consumption, as previously discussed. Lying nearly halfway between these extremes,

65nm technology represents a reasonable choice to design fast and efficient circuits while

keeping the static power at acceptable levels.
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